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Description 

Data Center Meeting Facilities Requirements 

Session FM1.1 
The data center presentation addresses the 
most recent (2013) data center ñoptionsò 
associated with providing comprehensive 

solutions. The mix of considerations for meeting 
the short and long term computer equipment/ 

reliability mission encompass:  facilities, 
network, container, co-location, cloud, and 

disaster recovery. Considerations include OPEX 
vs. CAPEX and energy efficiency. The critical 
vision is total cost of ownership in delivering a 

scalable/modular complex. 
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Agenda 

I The Components of the Data Center Efficiency 
Solution - 2013 

II What Defines the Overall Data Center Efficient 
Deployment? 

III Data Center Facility and Information 
Management Systems 

IV Data Center Facility ñEfficiencyò Considerations 

V Graphic Representation of Data Center 
Modular, Scalable, Flexible Solutions of All 
ñComponentsò 

VI Questions and Answers 
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Part I 

The Components of the Data Center 

Efficiency Solution - 2013 
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Data Center Solutions that Optimize These Infrastructure 

Elements/Options and Corresponding Costs 

  

Ultimate Approach to a Successful 
Data Center Project 
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The New 2013 and Beyond Data Center Solution 

 The proven ñThree (3) Stepò Process: 

Å PHASE I - Consulting/Options 

Å PHASE II - Design/Plan 

Å PHASE III - Build/Deploy 

 

V Renovate/Retrofit Existing (CAPEX vs. OPEX) 

V Build New (CAPEX) 

V Build New Leaseback (OPEX) 

V Co-Location 

V Cloud 

V Containers/Pods 

V Network/WiFi  

V IT Business Impact Analysis 

V Migration/Relocation 

V Hybrid  

 

 

 
 

CLOUD COMPUTING 



ñThe BRUNS-PAK Hybrid Efficient Data Center Solutionò 

PERSONNEL   

CLOUD 
(4) 

SERVICE LEVEL 
AGREEMENTS 
(10) 

CONTAINERS (11) 
CAPEX vs. LEASE 
OPTIONS 

CO-LOCATION (6) 

ENERGY EFFICIENCY (2) 

MIGRATION/ 

RELOCATION 

MODULARITY/ 
SCALABILITY 
RELIABILITY (8) 

COMMUNICATIONS/
NETWORK (9) 

COMPUTER 
SOFTWARE (7) 

Elements of a Successful Data Center 
Project 
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(1) 
(3) 

(5) 



ü The data center ñefficientò design demands of current/future facility 

solutions continues to escalate.  The focus is on ñcomprehensiveò 

data center efficient solutions that encompass: 

 1. Facility Infrastructure 

 2. Energy Efficiency 

 3. Computer Hardware 

 4. Cloud (Internal and External) 

 5. Disaster Recovery 

 6. Co-Location 

 7. Computer Software 

 8. Scalability/Reliability Across All Elements 

 9. Communications/Network 

 10. Service Level Agreements 

 11. Containers 

  

The Data Center Efficiency Mission 
2013 and Beyond 
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Part II 

What Defines the Overall Data Center 

Efficient Deployment? 
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ü Presently, February 2013, what is the overall 

comprehensive (11 points) data center efficiency 

ñguideline/matrix/standardò?  I would challenge ï 

none defined ï but evolving. 

ü ñGross netò data center metric considerations: 

 1. Computing per sq. ft.? 

 2. Computing per kW? 

 3. Data Center Performance per Energy? (DPPE) 

  A. IT Equipment Utilization (ITEU) 

  B. Total Rated Capacity IT Equipment (ITTE) 

  C. Power Usage Effectiveness (PUE) 

D. Green Energy Divided by Total Energy 

Consumption (GEC) 

 

What Defines the Overall Data Center 
Efficient Deployment and Beyond? 
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üHow does the Data Center ñEfficientò Solution Scale 

With Growth: 

 1. Static Environment (Present Day) 

 2. Future Growth 

 3. Facility Efficiency Response to ñCLOUDò  

  Migration ï Internal or External 

 4. Facility Efficiency Response to Co-Location 

 5. Network Scalability 

 6. Higher Facility Infrastructure Temperature  

  Operating Conditions 

  A. Legacy Equipment 

  B. New Classification Computer Tiers 

What Defines the Overall Data Center 
Efficient Deployment and Beyond? 
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  C. IT ñRecoveryò   

  D. ñHumanoidsò Working 

  E. Disaster Recovery/Mirroring 

ü The Facility Infrastructure Focus: 

1. Drive down data center electrical utility 

consumption 

2. Decrease staff 

3. ñDo more for lessò 

ü The Overall Guideline of Balancing Cost, Return on 

Investment, Efficiency, and Risk 

1. ñUptimeò 
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What Defines the Overall Data Center 
Efficient Deployment and Beyond? 



üMultiple Firms Publish Efficiency ñMetricsò in the 1 

Through 11 Categories Described.  

 1. Can they be independent and exclusive?   

  BRUNS-PAK says NO! 

ü Do you think you have a comprehensive ñdata centerò 

solution? 

 1. Facility Infrastructure Benchmarks 

 

 

 

 2.  What about the other ten (10) component 

Benchmarks for efficiency? 
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What Defines the Overall Data Center 
Efficient Deployment and Beyond? 



ü PARADOX & CHALLENGE optimizing all eleven 

(11) components ñefficientlyò in a short/long term 

data center solution. 

ü How could cloud impact my short/long term data 

center facility infrastructure, computer hardware, 

computer software, telecommunications, SLA, and 

personnel planning? 

ü Inquiry: 

1. If my data center PUE is 1.2 and I currently 

support 30,000 non-virtualized servers, am I 

ñefficientò? 
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What Defines the Overall Data Center 
Efficient Deployment and Beyond? 



2. If my data center has had zero events of data 

center downtime over the past four (4) years, 

has ñ2Nò reliability design, and a PUE of 2.1, 

am I ñefficientò? 

3. If I have consolidated six (6) operating data 

centers into two (2), reduced my data center 

footprint and operating costs by $4,000,000. 

per year, and deployed services to an external 

cloud for $4,600,000. per year ($2,300,000. 

cloud services cost plus $2,300,000. network 

services cost), am I ñefficientò? 
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What Defines the Overall Data Center 
Efficient Deployment and Beyond? 



Part III 

The Data Center Facility and 

Information Management Systems 
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Á The components of facility and information technology 

management systems: 

 1. Building Management Systems 

  A. Electrical Power Systems 

  B. Mechanical Cooling Systems 

  C. Fire Detection/Suppression Systems 

 2. Security 

  A. CCTV 

  B. Card Access 

  C. Bio Readers  

  

  

The Data Center Facility and Information 
Management Systems 
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Á The components of facility and information technology 

management systems (conôt): 

 3. Telecommunication 

  A. Phone 

 4. Data-communication 

  A. Network ï LAN/WAN 

  B. Network Security 

Á Monitoring vs. Management 

 

The Data Center Facility and Information 
Management Systems 
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Á PAST 

 1. Data Center Facility Infrastructure Monitoring 

  A. Utility Power Interruption 

  B. Generator System On 

  C. A/C Unit Failure 

  D. UPS Lost Power 

  E. Etc. 

 2. Monitoring Only 

 3. More for Information of Computer Operations 

 Staff that Were in Facility 24X7 

 4. Generally Speaking ï Uptime Not as Critical 

  

  

The Data Center Facility and Information 
Management Systems 
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Á PAST (conôt) 

 5.* Security System Separate 

 6.* Telecommunication System Separate  

 7.* Data-communication System Separate 

  

 * All Monitoring Only 

  

  

The Data Center Facility and Information 
Management Systems 
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Á PRESENT 

 1. Data Center Facility Infrastructure Monitoring 

 and Management 

  A. Building Management Systems (BMS) 

  B. Utility Sources 

  C. Dual Power Source Technology 

  D. Generators 

  E. UPS Systems 

  F. Power Distribution Units 

  G. Multi Source Mechanical Systems ï  

  Chilled Water/DX/Heat Wheel 

    

  

The Data Center Facility and Information 
Management Systems 
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Á PRESENT (conôt) 

  H. Fire Detection/Suppression 

  I. Temperature Points 

  * All Monitoring Only 

 2. Monitoring and Management 

  A. Valve Control 

  B. Power Source Control 

  C. VFD Response to Increase Temperature 

 3. Security Integration onto BMS 

  A. CCTV 

  B. Card Access 

    

  

The Data Center Facility and Information 
Management Systems 
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Á PRESENT (conôt) 

  C. Bio Readers 

 4. Telecommunication Not Part of Centralized BMS 

  A. Phone Separate 

 5. Data-communication Not Part of Centralized 

 BMS 

  A. Network LAN/WAN Separate 

 6. Remote Monitoring and Management 

 7. Uptime More Critical 

 8.** The Start of Merging Telecommunication with 

 Data communication with BMS. 

    

  

The Data Center Facility and Information 
Management Systems 
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Á FUTURE 

 1. Data Center Facility Infrastructure Management 

 Systems Converges with Data/Tele 

 Communication Management Systems 

  A. Result:  DCIM = Data Center Information 

  Management Systems 

 2. Driver:  Combine ñCommunication Linksò on 

 One Platform to Monitor and Manage 

  A. Building Management Systems 

  B. Security 

  C. Telecommunication 

  D. Data communication - Network 

    

  

The Data Center Facility and Information 
Management Systems 
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Á FUTURE (conôt) 

  E. CFD Models! 

 3. Problem:  ñParting of the Red Seaò ï Facilities 

 on One Side and Information Technology on 

 the Other. 

 4. Solution of Combining all Four (4) Elements 

 Optimizes Overall Data Center Efficiency. 

 5. Summary:  As a new blade server array is 

 installed in an existing rack, temperature 

 sensors reflect increased requirement for 

 additional CFM and static pressure.  Master 

 DCIM communicates with VFD and creates 

 additional resources required. 

  

The Data Center Facility and Information 
Management Systems 
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Part IV 

Data Center Facility ñEfficiencyò 

Considerations 
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Á LEED ï Leadership in energy and 

environmental design which is a program 

established by the United States Green Building 

Council. 

 A. Certified 

 B. Silver 

 C. Gold 

 D. Platinum  

Á Does LEED recognize the other ten (10) 

components of the BRUNS-PAK efficient data 

center solution?  NO 

 

 

  

Data Center Facility ñEfficiencyò 
Considerations 
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Á Facility considerations: 

 A. Heat Wheel 

 B. 400V AC/DC 

 C. DCIM ï Expanding to CFD 

 D. Multi-tiered data centers 

E. The balance of design objectives (next 

page) . 

F. Modularity/scalability/flexibility 

orchestrating compatibility with overall ñ11 

BRUNS-PAKò components. 

Data Center Facility ñEfficiencyò 
Considerations 
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Design Objectives 

Data Center Facility ñEfficiencyò 
Considerations 
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üReliability 

üRedundancy 

üFault Tolerance 

üMaintainability 

üRight Sizing 

üExpandability 



üRedundancy 
V Definition: Ability to maintain operation in spite of a 

failure of a primary support source 

V Goal of redundancy = increased reliability 

V Level of redundancy  

V Component vs. System  

V All systems will eventually fail 

V Cost/benefit 

Design Objectives 

Data Center Facility ñEfficiencyò 
Considerations 
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üFault Tolerance 

VDefinition: Single point of failure of any single component 

which in a failed condition will curtail the data processing 

operation 

VElectrical/mechanical focus 

VEquipment power source 

VMechanical cooling 

VHardware 

VSoftware 

VTelecommunications 

Data Center Facility ñEfficiencyò 
Considerations 

Design Objectives 
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üMaintainability 

VEqually important for reliability 

VN+1 = component redundancy 

VPreventive maintenance 

contributes to availability 

VSystem redundancy = 2N 

 

Data Center Facility ñEfficiencyò 
Considerations 

Design Objectives 
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ü Right Sizing 

VMaximizes Return on Investment 

V Initial solution addresses move-in 
plus 3 to 5 year expectations 

VProvide concept for future 
expansion  

VProvide for non disruptive growth 
in capacity 

VMany facilities are over-built and 
could be technologically obsolete  
before capacity is reached. 

Data Center Facility ñEfficiencyò 
Considerations 
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Design Objectives 



Reliability Alternatives 

ü N = Need 

ü N +1 = Need Plus One 

ü 2N = System Redundancy (Twice Need)  

ü 2N + 1 = System Redundancy Plus Component 

Redundancy 

Data Center Facility ñEfficiencyò 
Considerations 
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Part VI 

Graphic Representation of Data 

Center Modular, Scalable, Flexible 

Solutions of all ñComponentsò 
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The BRUNS-PAK Modular/Scalable Data 
Center Solution 
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The BRUNS-PAK Modular/Scalable Data 
Center Solution 
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